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Abstract. There exist many data clustering algorithms, but they can not adequately handle
the number of clusters or cluster shapes. Their performance mainly depends on a choice of
algorithm parameters. Our approach to data clustering and algorithm does not require the
parameter choice; it can be treated as a natural adaptation to the existing structure of dis-
tances between data points. The outlier factor introduced by the author specifies a degree
of being an outlier for each data point. The outlier factor notion is based on the differ-
ence between the frequency distribution of interpoint distances in a given dataset and the
corresponding distribution of uniformly distributed points. Then data clusters can be deter-
mined by maximizing the outlier factor function. The data points in dataset are divided
into clusters according to the attractor regions of local optima. An experimental evalua-
tion of the proposed algorithm shows that the proposed method can identify complex clus-
ter shapes. Key advantages of the approach are: good clustering properties for datasets with
comparatively large amount of noise (an additional data points), and an absence of impor-
tant parameters which adequate choice determines the quality of results.
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1. Introduction

Cluster analysis (Jain and Dubes, 1988) divides data into groups of similar
objects. Each group consists of objects that are in a sense similar between
themselves and dissimilar to objects of other groups. Clustering requires the
definition of a similarity measure between patterns, which is not easy to
specify in the absence of knowledge about cluster shapes.

A large number of clustering algorithms exist (Jain et al., 1999); each
algorithm has its own approach for handling number of clusters, their
shape, and structure of the data. Clustering techniques are divided in hier-
archical and partitioning. Hierarchical algorithms build clusters gradually,
and partitioning algorithms detect clusters directly trying to identify clus-
ters as areas highly populated with data. Partitioning algorithms are less
sensitive to outliers and can discover clusters of irregular shapes.

The K-means algorithm is one of the simplest clustering algorithms. Its
limitation is inability to identify clusters with arbitrary shapes. K-means
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methods are not very stable and very sensitive to outliers. They often do
not work well when the clusters are of different size, shape, and density
(Ertoz et al., 2002).

One of the problems with the clustering methods is that the most cluster-
ing algorithms prefer certain cluster shapes, and the algorithms will assign
the data to clusters of such shapes even if there were no clusters in the data.

Another problem is that the choice of the number of clusters may
be critical: different clusters may emerge when the number of clusters is
changed. Good initialization of the cluster centroids in a K-means cluster-
ing method (MacQueen, 1967) may also be crucial; some clusters may even
be left empty.

Hinneburg and Keim (1998) used density functions defined over the
attribute space. They proposed the algorithm DENsity-based CLUstEring
(DENCLUE) which is based on the idea that the influence of each data
point can be modeled using some influence function. The overall density
function of the data space can be calculated as the sum of the influence
functions of all data points. This function is multimodal; each maximum
corresponds to the cluster center. Clusters can be determined by identify-
ing density attractors after local optimization of overall density function
for each data point.

The influence function in Hinneburg and Keim (1998) can be an arbi-
trary function, for example:

• Square Wave Function

fSquare(x, y)=
{

0, if d(x, y)>σ,

1, otherwise.

• Gaussian Influence Function

fGauss(x, y)= exp
(

−d(x, y)2

2σ 2

)
,

where d(x, y) is the distance between two vectors.

The results of the algorithm mainly depend on a choice of the influence
function and its parameters (for example, parameter σ ). But the idea of
data clustering by local optimization of some function defined over the attri-
bute space is successfully used in this paper. The outlier factor introduced in
Saltenis (2004) does not require the parameter choice and was used as some
overall density function. The outlier factor can be seen as natural adaptation
to the existing structure of distances between data points.

The rest of the paper is organized as follows. In section 2 outlier fac-
tor and outlier factor function are introduced. In section 3 the problems
of optimization of outlier factor function are discussed. In section 4 the
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proposed optimization procedure is presented. In section 5 we provide an
experimental evaluation of our approach. Section 6 summarizes the results.

2. Outlier Factor and Outlier Detection

Outliers and clusters in a dataset are related. An outlier means not being in
or close to a cluster. The outlier factor (Saltenis, 2004) used in this paper
achieves minimal values for outlier points and maximal values in cluster
centers. A useful idea to evaluate the outlier factor is to analyze the dis-
tribution of distances between the points.

The authors (Brin, 1995; Steinbach et al., 2003) paid an attention, that
one way of analyzing whether a data may contain clusters is to plot the
approximate probability density function of the pairwise distances between
all points in a dataset. If the data contains clusters then the histogram will
show two peaks: a peak representing the distance between points in clus-
ters and a peak representing the average distance between the points (see
Figure 1). If only one peak is present then clustering will likely be difficult.

One way to use these distributions with the aim to extract some
properties of point outlierness is to compare them with the corresponding
distributions of uniformly distributed points (see Figure 2).

The tables of the corresponding distribution values evaluated experimen-
tally are presented in Saltenis (2004).

We can see in all cases the dominating narrow peak, which is usual for
uniform distribution of data points in multidimensional cube. This peak is
different for different space dimensionality.

The main idea is to eliminate the influence of dominating narrow
peak and analyze the difference between the distribution of the pairwise
distances d between all points in a given dataset f n(d) and the corre-
sponding distribution of uniformly distributed points f u(d) for the same
dimensionality. The analyzed domain is the same multidimensional cube in
both cases.

Figure 1. Plot of interpoint distances for data with clusters.
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Figure 2. The frequency distributions of uniformly distributed points for dimensionalities
n=1, . . .,7 in a hypercube of side length 1.

The difference function

f (d)=f n(d)−f u(d)

may be treated as a frequency function, similar to the influence function
introduced in Hinneburg and Keim (1998).

If points are uniformly distributed we obtain frequency function that is
near to zero to all interpoint distances.

If the points are not uniformly distributed the greatest positive values of
frequency function will indicate the most frequent, the most typical inter-
point distances.

Figure 3 gives an illustration of frequency function for the data points in
two-cluster situation (dimensionality 2) in Figure 4. The first peak of pos-
itive values of the frequency function is due to distances inside the point
clusters, and the frequent distances between the clusters cause the second
peak of positive values.

For each data point i =1, . . .,m an outlier factor may be calculated:

Ri =
m∑

j=1
j �=i

f (d(Xi,Xj )),

where X = (x1, . . . , xn), and d(Xi,Xj ) is the distance between two vectors.
The outlying points will have low values of outlier factor R because the

distances between the point and the rest points will be a typical.
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Figure 3. Frequency function for the data point allocation of Figure 4.
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Figure 4. Data point allocation situation for two clusters.

The factor was used to rank the dataset objects regarding their degree
of being an outlier (Saltenis, 2004). To investigate the quality of the outlier
detection, the experiments were performed on widely used HBK (Hawkins
et al., 1984) and Wood (Draper and Smith, 1966) datasets. A comparison
with some popular detection methods demonstrated the superiority of the
approach.

In the same way as outlier factor we also may introduce an outlier factor
function R(X) for each space point X:

R(X)=
m∑

j=1

f (d(X,Xj)).
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The illustrations of outlier factor function values together with the corre-
sponding data points for two-dimensional data are presented in Figures 5
(two clusters) and 6 (three clusters).

3. Optimization of Outlier Factor Function

It is obvious that if local optimization procedure of the outlier factor func-
tion R(X) converges to the same local maxima when start points of the
optimization are data points Xi and Xj then these data points belong to
the same cluster. Then points of local maxima are the centers of clusters,
and the point of global maximum is the center of dominant cluster.

Data clustering experiments using second order optimization method
demonstrated some drawbacks of this approach. Optimization results may
slightly differ for the points of the same cluster because the outlier factor
function may have relatively small local optima near the data points, and
the function is not always continuous or differentiable. Figure 7 presents an
illustration of two local maxima of outlier factor function in case of one
data cluster.

For this reason more stable heuristic optimization procedure was pro-
posed.

4. Heuristic Optimization Procedure

The procedure uses only outlier factor values Ri of data points Xi ,
i =1, . . .,m.

Figure 5. The outlier factor function together with the corresponding two-dimensional data
points (two-cluster case).
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Figure 6. The outlier factor function together with the corresponding two-dimensional data
points (three-cluster case).

Figure 7. Illustration of two local maxima of outlier factor function.

1. Each data point is used as a start point for local optimization proce-
dure. If optimization procedure converges to the same local maxima
for different start points Xi and Xj then these start points belong to
the same cluster.

2. In each step of optimization procedure current data point is changed
to the nearest data point which outlier factor value is greater.
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3. If outlier factor values for all points in some distance ε from the cur-
rent point are not greater then this point is the local optimum point,
cluster center.

4. The distance ε used for the limitation of search for better point is the
only parameter of procedure.

The values of parameter ε may slightly influence the results of clustering.
In our experiments the parameter value used was equal to 0,1 for hyper-
cube domain of side length 1.

In the next section, we present the illustration of the optimization pro-
cedure steps for Iris data.

5. Experimental Results

We illustrate the experimental results of the proposed clustering method
with several test datasets.

The half-rings dataset, as shown in Figure 8 consists of two clusters (20
points in each cluster).

Clustering was performed properly; two clusters were selected. Black
marks in Figure 8 were used for cluster centers, and x marks were used for
the outliers in each cluster. The K-means algorithm was unable to identify
the two natural clusters, imposing a spherical structure on the data.

Iris data (Fisher, 1936) has well-known structure: the first cluster (50
data points) is well separated, and there are two contiguous clusters (50
points in each). Four attributes define these data.
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Figure 8. The half-rings dataset consisting of two clusters.
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The data of first cluster were separated properly. The points of second
and third clusters were also separated properly with some exceptions. One
data point from the third cluster was attached to the second cluster, and
13 data points from second cluster were attached to the third cluster.

Figure 9 presents an illustrative scheme of heuristic optimization proce-
dure steps for data points of second cluster.

We can see the numbers of data points and the sequence of the points
in optimization steps. The end of all optimization procedures with various
start points is data point no 74. This point is the center of the second clus-
ter of Iris data set.

Noise invariance was investigated in such a way:

• Two gaussian data clusters without noise were used.
• The distance between them was selected so that the proposed tech-

nique could identify the clusters.
• Additional uniformly distributed data points (the noise) step by step

were introduced and each time cluster analysis was performed.

Results of the investigation are presented in Table 1.

Figure 9. Illustrative scheme of heuristic optimization procedure steps for second cluster of Iris
data points.
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Table I. Results of noise invariance investigation

Percent of additional noisy data points Quality of the clustering

0–55% No errors, two clusters
55–62% 55% of errors, two clusters
>62 One cluster

6. Conclusions

The outlier factor and outlier factor function may be successfully used in
data clustering.

The advantages of new approach and optimization procedure are:
• good clustering properties for data sets with large amount of noise;
• the absence of important parameters which choice determines the

quality of results;
• evaluation of the frequency function can be seen as natural adaptation

to the dataset.
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